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Abstract—Robots are fast becoming a part of everyday life. This rise can be evidenced both through the public news and announcements, as well as in recent literature in the robotics scientific communities. This expanding development requires new paradigms in producing the necessary software to allow for the users’ particular needs. In this paper we present a novel architectural design of the RAPP framework that attempts to address this issue, developed within the context of the EU funded project RAPP "Robotic Applications for Delivering Smart User Empowering Application". The proposed framework has been designed aiming towards a cloud-based approach to integrating robotic devices and their respective applications. This goal was defined going beyond the upcoming trends in infrastructures, and focusing on alternative approaches to conventional robotic controllers, while at the same time expanding the capabilities of the RAPP framework in a seamless and scalable manner.

I. INTRODUCTION

It is becoming increasingly evident that our current social infrastructures and services are struggling to keep up with the dramatic demographic changes apparent in our societies. It is a well-known reality, that in the near future, elderly and people requiring support in their daily life will increase and caregivers will not be enough to assist and support them [1]. Socially interactive robots can help to ameliorate this situation, not only by physically assisting people, but also by functioning as a companion [2]. The increasing sales figures of robots are indicating that we are witnessing a rising trend for social robotics [3][4][5][6]. In order to lower the cost of robots and to increase their interest on developing robotic applications, the RAPP project introduces the idea of robots as platforms.

The project, aptly named "Robotic Applications for Delivering Smart User Empowering Applications" (RAPP), aims to provide an open-source software platform to support the creation and delivery of robotics applications (RApps). At the same time, and by utilising our platform, the first implemented RApps are targeting people at risk of exclusion, especially older people. By relying on our platform, developers can utilise the respective Application Programming Interface (API) that is provided, which contains the functionalities for implementing RApps, as well as accessing the robot’s sensors and actuators using higher level commands. This is achieved by inserting a middleware stack with added functionalities suitable for different kinds of robots. RAPP expands the computational and storage capabilities of robots and enables machine learning operations, distributed data collection and processing, and knowledge sharing among robots in order to provide personalised applications, based on adaptation to individuals. The use of a common API, assists developers in creating improved applications for different types of robots, whilst addressing people with different needs, capabilities and expectations, and at the same time respecting their privacy and autonomy. Thus, the proposed RAPP Store, will ultimately have a profound effect in the robotic application market.

Chapter II describes the state-of-the-art concerning specific examples of cloud robotic architectures, as well as online stores that host and distribute robotic applications. In chapter III the overall RAPP architecture is presented. Initially an overview is provided followed by a detailed description of the two main parts, i.e., the robot-side and the platform-side components. Additionally, special attention is paid to the different system users. Chapter IV is fully dedicated to the description of the proposed companion API, and finally, chapter V contains the conclusions as well as future possible extensions and planned work.

II. STATE OF THE ART

Because the RAPP project is a combination of robotic architecture, cloud robotics and application stores, a brief overview of the main representatives of each category is provided. Regarding robotic architectures, one of the key players is the Robotic Operating System (ROS), which is a framework and a middleware oriented towards writing robot software. It is a collection of tools, libraries and nomenclatures, which provide the necessary abstraction for a robotic developer to be able to create effortlessly complex robotic applications. It is described as a meta-operating system [7], as it provides standard system operating services, such as hardware abstraction, low-level device control, implementation of commonly used functionality and message-passing between processes and package management. It is fully distributed and asynchronous, as it allows for trans-
parent node (process) execution on heterogeneous robotic systems or computers. ROS is currently the state-of-the-art in robotic middleware, as evidenced by the great number of publications and the amount of diverse research that ROS is involved with. For example in [8], Joyeux, Sylvain, and Albiez investigate ROS as the tool to traverse from robotic components to whole systems. Additionally, the distributed characteristic of ROS, as well as some of its ports to the JavaScript language [9], allows it to be the link between intelligent environments and the "Internet Of Things" [10].

Elkady, Joy and Sobh [11], use ROS as a plug-and-play middleware for sensory modules, actuator platforms and task descriptions in robotic manipulation platforms, whereas in [12], Beetz et. al. use it as basis for the creation of another framework (CRAM), a Cognitive Robot Abstract Machine for everyday manipulation in human environments.

One of the most important aspects of ROS, is that due to its modularity and standardisation of common data structures, the open-source robotics community, constantly provides software packages, that can be directly installed and employed in a great variety of diverse robotic devices. This enables ROS and its ecosystem, to become a low-level form of robotic application store, one where all apps are free and distributed through standard Linux package managers, such as apt-get [13][14].

There already exist a few classic application stores for robots, as robots slowly emerge as household devices. One of the most famous Stores is the RobotAppStore [15], officially launched in 2011. It enables robotic developers to upload software for any robot they prefer, regardless of the programming language used, as well as charge their products with a specific price. Another developer or end-user can then purchase, download and install the software on his or her robot. Another robot app-store paradigm is Aldebaran’s NAO Store [16], which solely hosts applications that can be installed on the NAO robot. The main difference between NAO Store and RobotAppStore, apart from the target robotic devices, is that NAO Store is created in a way that supports one-click installation of the respective application in NAO, whereas the installation of applications downloaded from RobotAppStore is manual.

Nonetheless, the "robotic revolution" cannot take place based solely on efficient software distribution and employment. A major factor in the incorporation of robotic devices in our everyday lives, is the so called "Cloud Robotics", which essentially describes a world wide web for robots, a place where robots can collaborate by exchanging knowledge about their environments, contributing to the increase of the collective robotic cognition [17][18]. There are several projects that aim to establish a common knowledge pool for the entirety of robots, one of the most important being RoboEarth, an FP7-ICT project [19]. As RoboEarth’s consortium describes, it is a World Wide Web for robots; a giant network and database repository, where robots can share information and learn from each other, about their behaviour and their environment [20]. Additionally it employs KnowRob [21], a knowledge ontology database for robots. This is a knowledge processing system that combines knowledge representation and reasoning methods with techniques for acquiring knowledge and grounding the knowledge in a physical system and can serve as a common semantic framework for integrating information from different sources. Finally it support different deterministic and probabilistic reasoning mechanisms, clustering, classification and segmentation methods, and includes query interfaces as well as visualisation tools.

Another example of collective robot knowledge acquisition is displayed by the ROBOHOW.COG project, which is about web-enabled and experience-based cognitive robots that learn complex everyday manipulation tasks. Its main goal is to enable robotic devices to competently perform everyday human-scale manipulation activities, both in human working and living environments, by building a cognitive robot that autonomously performs complex tasks and extends its ensemble of such, by creating new skills using web-enabled and experience-based learning, as well as by observing humans [22][23]. It must be stated that ROBOHOW uses KnowRob as well.

Other similar projects include PEIS-Ecology [24], which combines ideas from the field of autonomous robotics and ambient intelligence towards creating integrated house social robotic systems, URC (Ubiquitous Robotic Companion) [25], where the main idea is that robots have always access to services regardless of environment alterations and NRS (Networked Robot Systems) [26] which provides collaboration between physical robots, environment sensors / actuators and humans, with the help of autonomous network-based systems.

RAPP is different from the aforementioned technologies, by the fact that it tries to combine their functionalities into a single system implementation. In specific, RAPP system consists of a web (cloud) part, which contains the RAppStore (Robotic Applications Store), as well as the knowledge pool and inference methodologies, and the robot-component that represent each robotic device that can download and install RApps. The cloud-part also provides services for employment of heavy duty computations on the web instead on the robot. The component that bridges together the entire system, is HOP, a tooset for programming the Web Of Things [27][28][29]. HOP is a multilayer programming environment, built on top of web protocols and languages. It orchestrates data and commands transfer among objects which could be web services and user interface components. It is typically used to coordinate home automation and robotic environments for assisted living. In this case, the environments consist as an aggregation of communicating objects (sensors and active components such as robots) which are discovered, identified, and linked to client/server HOP software modules distributed among components. The different modules that comprise the RAPP architecture have been defined either on a technology level (i.e. different implementation layer), or at a conceptual level (i.e. data mining module).
III. RAPP ARCHITECTURE

The proposed RAPP architecture has been designed as a distributed system, where the Platform and the Store are provided as cloud services, and the Client is located on the robot side. In that sense, the host is the controller executing on the robot, and the guest is the controller executing on the cloud. We consider both controllers as a singular entity, separated only by a network socket. Together, they make up the RAPP. In addition to the overall RAPP platform, we consider the RAPP Improvement Centre (RIC), also residing within the cloud component, which is in charge of performing the required Machine Learning (ML) and Data Mining (DM) processes, either upon request by a Robotic Application (RApp), or as a standalone process.

Each RApp residing on a robot, is either installed on demand or permanently stored on the robot, and is invoked by the RAPP Core Agent (described in detail in subsection IIIc). Moreover, any given RApp may also have a cloud counterpart. This is a module, provided by the RApp developer, which is to be executed on the cloud, beyond the hardware of the robot in question. Whilst the API provides that functionality, the ultimate decision of whether to employ such functionality lies with the developer. Finally, in order to address the involved security and privacy issues, any RApp executed on the cloud will be sand-boxed in a virtual machine and possibly encrypted.

A. Overall design

The overall RAPP architecture is depicted in Fig. (1), where it is apparent that RAPP comprises two main elements. The first part exists in the cloud and is the RAPP Platform, containing the necessary tools for hosting, distribution and execution of RApps, databases in which the overall system information is stored, as well as online and offline services that are available to the developers and the end users by request. The second part is the respective robotic platform which comprises different agents, ways of communication with the RAPP Platform, as well as means of interacting with the low-level aspects of each robot, such as sensors, actuators or even system calls. The following subsection provides a more detailed description of the aforementioned components.

B. Platform side

The RAPP Platform as an entity, can be described as the assorted list of services, processes and data residing within a cloud infrastructure (top part of Fig. 1). Whereas the actual cloud employed may be a single server, a cluster of servers, or a virtual machine on a commercial cloud, from the designer’s point of view, we consider this part of the RAPP cloud as the Platform. A distinct component within the RAPP Platform is the RAPP Store, which mainly acts as the web-interface to the rest of the Platform. The robotics application (RApp) is simply an instance of an application provided by a developer, and is distributed through the RAPP Platform after its submission and the appropriate validation process. An actual application may be distributed in nature; however it shall always execute mainly on the robot, and only the distributed parts may have components or utilise services that exist on the cloud. If we assume that a RApp exists in a host/guest fashion, the host can be found in the robot part, which is the main robot controller, whilst the guest may exist in the cloud. The distributed execution offered is a great plus for our implementation, as algorithms that cannot be naturally executed in the entirety of robots can be utilized (i.e. CUDA employment, MPI processing etc.). RApp implementations may range from simple to complex applications to advanced multi-robot cooperation real life paradigms.

The RAPP Improvement Center (RIC) is a RAPP independent module (or complex of modules), which may operate independently (off-line learning), or upon request from a RApp (on-line learning). Thus, it may not be directly part of a RApp, but as a service, it may be accessed through the RAPP API (see Section IV). In a real-world scenario, RIC will be a collection of ML or DM processes, accessed via the API through the aforementioned provided services.

The RAPP Platform architecture further employs an ontology that is used as the knowledge representation of the participating robots. RAPP utilises existing robot ontologies, and extends them in order to allow for the differences required for the specific use cases. The set of the art robot ontology repository that is officially supported by ROS is KnowRob. KnowRob contains four groups of OWL ontologies: Base ontologies, Semantic Robot Description Language, Computable definitions and Semantic environment maps. Additionally KnowRob has a very detailed documentation that is expected to boost the ontology manipulation. Finally, we are also exploring the option of extending KnowRob, as other extensions are already ”officially” included. Extensions may be offline (insert ontology elements beforehand for use) or even online if possible (update the knowledge connections during execution). Certain inference and reasoning methodologies will be investigated, in order to allow for potentially high-level robot functionality. Obviously the reasoning mechanisms will exist on the cloud, instead of the robots themselves, offering flexibility in managing computational sources.

One of the architectural strengths of the RAPP Platform, is its ability to serve on-demand requests by robots via HOP services. As defined earlier, HOP is the component that connects each robot to the cloud, and serves as the reconfigurable execution environment for RApps. In specific, HOP is used for communication between the cloud and robot parts of a RApp, as well as for the RApp’s requests to various services that are provided by RAPP. These may include general purpose services (e.g., for personalised data acquisition), which bind to ROS nodes, as well as services for updating the robot’s knowledge database. The same HOP technology enables to invoke third party web services, even those not specifically designed for robots. At last, HOP facilitates communications with web clients, such as tablets and smartphones, which can be used as user interaction components with the RAPP Platform and some robots, and also for their own computing resources.
RApps are programmed using a super-set of JavaScript, which gets compiled and executed by the HOP run-time engines on the robot or the RAPP Platform. As such we are not reinventing the wheel, but we are creating a toolset of libraries and application distribution and execution. HOP provides the logistics for Rapp discovery, downloading from the RAPP platform and installation to the Robot Platform, as well as provides services for authenticating the user, caregivers and devices, and for the personalization of the RAPP and Robot platforms depending on the user profile and robot capabilities. Finally, HOP provides a flexible means to combine ROS services across independent ROS graphs (set of ROS nodes attached to the same Master Node), allowing in particular ROS Nodes on the RAPP platform to be shared by several Robot ROS graphs.

A significant design aspect of the RAPP Platform, is the fact that it embeds an instance of ROS master, and may furthermore contain several ROS nodes of heterogeneous functionality. The fact that ROS is an abbreviation of the words “Robot Operating System” does not necessarily mean that it can only be employed in robotic devices. Since the robotics community extensively supports ROS by providing a vast number of high-quality open-source software packages, ROS can serve multiple functionalities, even on standard PCs. In our case, we use general purpose ROS nodes that uptake the responsibility of executing heavy-duty algorithms on demand, robotic and otherwise, when asked from the respective robots.

Another aspect of the RAPP Platform is depicted on the top-right side of Fig. (1), and is an ensemble of offline learning processes. Admittedly, updating the total collective knowledge obtained by a group of robots, requires procedures that utilise the whole gained dataset. Consequently, and given the expected size of the knowledge database, these procedures are computationally expensive and time-consuming, a fact that sets online learning at a significant disadvantage for most practical purposes. Thus, certain offline procedures exist that will implement the knowledge update at predetermined time intervals.

Finally, a cloud database and file repository are also employed. This storage element addresses the needs of saving all personalised and general purpose information, in order to be consequently available to RIC, RAPP Platform ROS nodes, HOP services, the batch offline procedures, and the to the RApps themselves. Privacy and security of the data contained within in the DB is of paramount importance, as one registered robot must have access only to the information the corresponds to it. The storage DB is segmented per user.
per app, thus is not centralized. This fact allows for easily creating personalized robotic applications. A default version of each application will be initially downloaded and via the ontology mechanisms and the machine learning procedures will "learn" and store in the appropriate place personalized data that correspond to specific users. This way the same RApps may operate differently, having bound to different individuals. As far as security is concerned, Virtual Machine Isolation, encrypted databases and directories, and all the industry standards with respect to hashing and encrypting sensitive information will be employed.

C. Robot side

The robot-side RAPP architecture (lower part of Fig. 1), consists of several modules that enable both the semi-autonomous robot functionality in its surrounding workspace, and the communication with the RAPP Platform entity, in order to perform heavy duty algorithms and make general knowledge acquisition requests.

A bottom-up description of the the robot-side architecture, starts with the lowest layer, the operating system (OS) which implements the OS and the native robotic services. The term OS services, ascertains the required functionalities of the respective robot’s OS, whilst the native robotic services make use of the OS services in order to access sensor measurements and command actuators, via an ensemble of communication protocols. The next level of abstraction contains the ROS meta-operating system and other programs connected to HOP using the HOP C client library. A ROS master instance is executed in the robot OS from the robot’s boot up sequence, which combined with the appropriate ROS nodes, provides a higher level of abstraction concerning the native robotic services. HOP C clients are simply executables that do not need ROS to run, but include direct calls to specific native robotic or OS services. It must be stated that the robot-part architecture is quite flexible, since the low level parts of the robot may be accessed by ROS nodes, HOP C clients, or both of them. In specific, and within the context of the RAPP project, two distinct robots are utilised: NAO from Aldebaran [30], and ANG-Med from INRIA [31]. In the RApp implementation, NAO will utilise ROS nodes as provided by ROS community, whereas ANG-Med will employ only HOP C clients specifically created for this robot.

The next robot architectural level describes RApps. A RApp is a collection of HOP source code, ROS nodes wrapped by HOP code, and configuration or data files in general. A RApp is considered to be the controlling part of the robotic agent that operates the robot, and each RApp is capable of having direct communication with the HOP services on the Platform side. This kind of communication may refer to configuration data retrieval, heavy duty algorithms executing, installing, or updating another RApp. The later is achieved with the Application Download Service which is directly connected to the RAPP store via HOP-HZ services, which enables it to download new RApps or new versions of RApps and install them on the robot. The connection of RApps to the ROS nodes is managed through ROSBridge Server, which provides a JSON API to ROS functionality to non-ROS programs.

In contrast to the bottom-up description of the robot architecture, one can perform a vertically layered approach. According to this, the robot consists of three distinct layers: the Core Agent, the Dynamic Agents and the Communication layer. The Core Agent layer (lower right side of Fig. 1), is considered to be pre-installed to robot and contains the Application Download Service, the core RApp and the necessary ROS nodes for the core RApp to operate. The Core Agent’s purpose is to provide the basic means interaction with the end user, by which he or she, may dictate the installation, update or removal of RApps (using the Application Download Service), or trigger fundamental robot functions, such as a shut down request. The difference between the Core Agent and the Dynamic Agents, is that the later do not exist a priori in the robot, but their fetching and execution is invoked by the Core Agent, hence the description "Dynamic". In other words, the Dynamic Agents are RApps that provide functionalities which are user, robot and time specific, whereas the Core Agents provide the means to manage the Dynamic Agents. In between, the Communication layer exists that enables the direct connection of RApps to the lower level robotic functionalities and composes of the ROS master, ROSBridge and the Robotic and OS specific calls.

IV. RAPP API

The RAPP API, developed as part of RAPP project, acts as the bridge between all the involved entities and users. The overall concept is that the API will facilitate the cloud aspect of the RAPP Platform, by providing developers a way to implement RApps, e.g., cloud-robotic controllers.

The design of RAPP API is the integrating part of the whole system. It allows for the cross-robot development of binaries, and provides a high-level abstraction of the base functions via a RAPP wrapper.

The API should provide the functionality of ROS, HOP and any of the RAPP developed functions. Such functions include, but are not limited by, machine learning algorithms, statistical procedures, data analysis etc. In future versions of the RAPP API, these functions will be updated to allow for higher complexity modules. The developer should be aware which components will ultimately run on the robot and which on the cloud, but should not generally have to get familiar with lower level development regarding intercommunication, interaction or synchronisation. It’s an integral part of the RAPP project that each application should eventually be encoded by the respective developer as a single RApp, which will transparently encompass the distributed aspect of the RAPP Platform.

The benefit of distributed robotic controllers can only be fully achieved, if we enable the creation of distributed applications in an easy and convenient manner, so as to attract developers from across disciplines, similar to how smart-phone development rose through the app paradigm.
This implies that the API will provide a significant level of abstraction to the developers, which may impose certain restrictions. We are willing to create a closed ecosystem for the development of such applications, if and only if, the gain is greater than those imposed restrictions.

As an example, given that a developer can quickly create an application for a robot, using the RAPP’s API provided modules for object recognition, voice recognition, motion planning, navigation, and other complicated and computationally intensive tasks, then it may be worth imposing those restrictions on certain programming practices. In practical terms, we remove the lower-level specifics of a robot systems from the developer. Similar to the current approaches to developing multi-threaded applications, one does not want to be burdened with the specifics of low level threads; instead we want a developer using our API to simply use the high level abstracted function and classes.

The RAPP API is in its design phase, so a specific list of functions may be premature and misleading at this point. However, the APIs design will allow both for online services (such as user preferences, person identification, computer vision, object recognition, object tracking or sound/audio/voice recognition) and for computationally expensive offline services (such as data mining and machine learning processes).

V. CONCLUSIONS - FUTURE WORK

This paper describes the architectural design of the RAPP framework, which comprises two parts: the RAPP Platform, which is the web and cloud-part of the RAPP overall architecture, and the robot-side software, which resides in each robotic device. Both parts are specifically designed in order to maximise flexibility, while the core functionalities are always existent. In specific, a robotic developer may create RApps that are purely HOP-based, or he could incorporate ROS nodes that will be executed on the robot. In addition to that, a RApp is flexible enough to be executed in a distributed manner, with partial execution on the cloud and partial execution on the robot. Regarding the robot side, any robot that has a Unix-based OS, in which HOP or ROS can be installed, is supported. Different behaviours (RApps) may be invoked at run time via the Core RApp Agent, and new information can be sent to the RAPP Platform. Finally, RAPP Platform contains the RAPP Store, which handles the packaging and the distribution of RApps, and RIC, which handles the overall robotic knowledge representation and inference, and HOP services that enable the on-request execution of heavy-duty procedures (such as image processing).

Conclusively RAPP platform offers distributed execution, homogeneous development regardless of platform/robot and most important of all a cloud / robot seamless platform.

An example RApp executing on a NAO robot is the Find Lost Objects Application. An elder lives on his own and begins to suffer from mild cognitive impairment, fact that prohibits him from living entirely independently. His son gifts him a NAO robot and one of the applications installed is the aforementioned. One day the elder looses his/her keys and asks his companion to find them. NAO contacts the cloud and asks if there is a common area for humans to misplace their keys. Unfortunately, no such information exists and NAO decides to search the house utilizing primitive localization algorithms and image processing cloud services and eventually finds the keys at the hallway. Then it fetches the keys to the elder and in the same time uploads non-personalized information that the "keys" object can be likely found in the "hallway" location, in order for the other robots to benefit from this knowledge. At the same time, it securely updates the specific person’s cloud information about his/her tendency in loosing the keys and the place he/she tends to misplace them.

Future work includes the implementation of the RAPP architecture and the release of the RAPP Platform as a publicly accessible framework. It must be stated that, within the project’s lifetime, the robot-side architecture will be tested on two completely heterogeneous robotic devices. The first one is NAO from Aldebaran, which is an anthropomorphic robot with 25 degrees of freedom. It is equipped with an Intel Atom 1.6 GHz processor and its OS is OPENNAO, a Gentoobased Unix distribution. The second robot is ANG-Med, a smart rollator which includes sensors like 3D accelerometers, gyroscopes, automatic brakes and encoders, as well as a PC with a Linux distribution. Due to the nature of our specifications, these two robots, as well as any other robot, with an Unix-based OS can be a part of the RAPP ecosystem.
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