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Abstract—When developers search online to find software components to reuse, they usually first need to understand the container projects/libraries, and subsequently identify the required functionality. Several approaches identify and summarize the offerings of projects from their source code, however they often require that the developer has knowledge of the underlying topic modeling techniques; they do not provide a mechanism for tuning the number of topics, and they offer no control over the top terms for each topic. In this work, we use a vectorizer to extract information from variable/method names and comments, and apply Latent Dirichlet Allocation to cluster the source code files of a project into different semantic topics. The number of topics is optimized based on their purity with respect to project packages, while topic categories are constructed to provide further intuition and Slack Exchange tags are used to express the topics in more abstract terms.

Index Terms—program understanding, topic modeling, reverse engineering, software reuse

I. INTRODUCTION

Nowadays, software development requires efficiency and agility to cope with the ever increasing demand for new features. The evolution of the Internet and the introduction of online open-source repositories have led to the establishment of an effective component-based software engineering paradigm. In this context, developers are encouraged to reuse software components that cover parts of the required functionality, in order to reduce the time and effort required for software development. This process typically requires identifying the components to be reused, understanding their functionality and integrating them in their own source code.

The most commonly reused software components are found in libraries, which essentially are collections of components that specialize in a certain area of functionality. Libraries provide efficient implementations of algorithms, as well as frameworks to better assist the development process. Reusing libraries with well-defined APIs (black-box reuse) has been proven to improve the overall quality of the software product and reduce costs related to software development and maintenance [1]. On the other hand, the interest for integrating and extending library source code in a per-component basis (white-box reuse) has also lately increased [1], [2].

The first step towards effectively extending or reusing third-party source code involves understanding the offered functionality as well as the software architecture followed. However, current software projects (including libraries) are often not well-documented (if at all), thus hindering program comprehension both for reverse engineering and for reuse purposes. These challenges are also present after building a software product, as maintaining it may require considerable effort; notably, more than half of the maintenance effort is spent for program comprehension [3].

As a result, lately several research approaches aim to assist in program understanding using semantic clustering techniques [4]–[8]. These techniques use the source code of a software project as input and initially extract semantic information from source code elements, including variable names, comments, etc. After that, the extracted information is organized at package, class and/or method level, and clustering techniques are applied to identify categories (clusters) of components that are semantically similar.

Although these approaches can be effective under certain scenarios, they also have several drawbacks. At first, the underlying techniques depend on the proper selection of parameters, and tuning these parameters for each individual project or library can pose an important challenge to the developer. Furthermore, the identified categories are not clearly named and defined from a semantics perspective, therefore providing the developer with a source code categorization that lacks an abstract summarization for each category. Lastly, most approaches often produce a large number of topics, which may be hard to follow, while there are also multiple overlaps between the different topics, further perplexing the categorization.

In this paper, we create a system that analyzes the source code of a given library, extracts useful information from variable/method names and comments, and identifies semantic topics. Upon performing vectorization, our system employs clustering to produce a set of topics summarizing the source code. We employ a semantic clustering algorithm that is optimized based on the purity score of the extracted topics, thus alleviating the need for complex parameter assignment by the developer, while allowing him/her to easily tune the algorithm if desired. Furthermore, we aid the developer in this decision by employing postprocessing techniques to further merge the extracted topics into categories. Finally, our approach uses information from online sources to semantically enrich the topics, by annotating them with keywords that refer to a more abstract description of the functionality they represent.

The rest of this paper is organized as follows. Section II provides a literature review of the methodologies used for topic
extraction from source code and highlights the offerings of our system. The architecture of our system is presented in Section III along with an analysis of its modules. Section IV describes our evaluation framework and presents the results for our methodology as well as a case study for a software project. Finally, Section V summarizes our work and provides useful insight for future research.

II. RELATED WORK

Program comprehension is one of the most important areas of Reverse Engineering and Software Reuse, as it constitutes the first step towards several actions of the developer. Obviously, a developer has to understand the offered functionality and the underlying semantics of a software project, as well as its structure, before being able to extend it, reuse it or even maintain it. For projects with minimal or no documentation, this can be quite a challenging task, as the developer has no option but to read the source code itself. Thus, lately several researchers have developed approaches for extracting semantic information from software engineering data in order to recover traceability links between documentation and source code, locate features in source code, and automatically label/group software components [4]. In the context of this work, we focus on approaches that extract topics from source code in order to group software components from a functional perspective.

TopicXp [6] is an Eclipse plugin, aimed at assisting the developer in identifying the functionality provided by a given software project. It requires as input the source code of the project under analysis and extracts information from variable names, method names, and comments. Each Java class is considered as a document, following a bag of words representation. *Latent Dirichlet Allocation (LDA)* is then used on the documents in order to identify a set of topics that describe the different functionalities offered by the project. Java classes are associated with one or more topics, while the cohesion and separation values among classes are computed based on the similarity or dissimilarity of the topics they belong to. The main disadvantage of this approach is that its effectiveness relies heavily on the LDA parameters selected by the user, and especially the number of topics. Setting these parameters requires clear understanding of their effect and of the intrinsic features of the source code under analysis.

Linstead et al. [7] circumvented the parameter tuning step required by LDA by solving a broader type of problem. Instead of analyzing a single project or library, they created a system that receives as input a collection of software projects and applies LDA at class level. The system aims at identifying classes with similar functionality and relies on the size of the dataset to set the LDA parameters to fixed values, deemed consistent enough for a large collection of software components. While this approach alleviates the user from selecting the proper LDA parameters, it still lacks an effective tuning mechanism, thus restricting its applicability on different projects.

Another quite interesting approach was proposed by Kuhn et al. [8]. The authors used *Latent Semantic Indexing (LSI)* to reduce the features (terms) describing each document and applied an average linkage hierarchical clustering algorithm on the resulting classes-documents. Each topic is described by the top occurring words of a collection of documents, which are clustered together. The result of the hierarchical clustering is then compared to the hierarchical package structure of the software project, so that each generated topic is evaluated for its distribution on one or more packages. The authors define distribution categories for topics spread over a single package (well-encapsulated), topics covering more than one packages either with or without a dominant package (cross-cutting or octopus-like respectively), and topics with very few classes (black sheep). Although postprocessing is one of the strong points of the approach, there is again no parameter tuning (e.g. for the hierarchical clustering), while the number of the final clusters is fixed. Furthermore, the topics are given along with the top words, and not further annotated as to the functionality they describe.

Lately several researchers have also proposed methods for improving the effectiveness of existing techniques. Nie and Zhang [9] attempted to optimize LDA-based feature location using topic cohesion and coupling as computed by a software dependency network, while Lawrie et al. [10] proposed enriching the vocabulary of the source code before extracting the topics, e.g. by expanding the acronyms in identifier names. These approaches, however, still do not support the developer for parameter tuning, while the topics are not postprocessed and thus do not output an intuitive semantic categorization.

Apart from the aforementioned approaches, several efforts on the area of topic modeling from source code have involved using human assistance. Indicatively, Maskeri et al. [11] focused on extracting business topics and implementation topics that can be subsequently refined manually, while Saeidi et al. [12] constructed ITMViz, a tool that accepts feedback from developers and architects in order to refine the extracted topics. There are also systems aimed at automatic software categorization, such as MUDABlue [13] or LACT [14], which use topic modeling not to distinguish within a project but to define the high-level category of the project/library as a whole. Though interesting, these approaches deviate from the scope of this work, since they confront different challenges and operate on different granularity levels (project-level instead of class/package-level). Finally, there are interesting works in the broad area of semantics for source code, including e.g. approaches for generating method names [15] or comments [16]. However, these are applied at method level and deviate from the topic modeling approaches analyzed in this work.

The reviewed approaches can be effective for certain cases. However most of them require some type of manual intervention by the developer, either for setting the parameters of the algorithms [6], [8] or for assessing and possibly refining the resulting topics [11], [12]. Furthermore, current approaches, with the exception of the approach of Kuhn et al. [8], do not perform sufficient postprocessing, resulting in a large unman-
ageable number of topics, for which no further information is
given other than the top terms per topic.

In this paper we propose a system that overcomes the afore-
mentioned drawbacks. We apply topic modeling for extracting
semantic information from variable/method names and com-
ments and propose determining the optimal number of topics
using a purity metric, with ground truth information from the
package structure of each project. Our methodology involves
also postprocessing the derived topics, thus constructing a
highly intuitive and comprehensive categorization. Finally, the
topics are further enriched using online data, thus providing a
more abstract summary of the represented functionality.

III. METHODOLOGY

The architecture of our system is shown in Figure 1. Our
system comprises 6 modules: the Extractor, the Preprocessor,
the Vectorizer, the Clusterer, the Optimizer, and the Presenter.
As input we use the source code of a software project, which
can be either stored locally or downloaded from an online
repository (Sourceforge and GitHub connectors were imple-
mented for this cause). The source code is subsequently parsed
by the Extractor that extracts tokens from the names and
types of methods and variables, the comments, and the javadoc
documents. Subsequently, the Preprocessor constructs a document
(bag-of-words representation) for each class file and applies
all other information (e.g. statement types) is discarded at this
point. The Preprocessor receives all aforementioned data and
uses the Python Natural Language Toolkit (NLTK) to con-
struct a bag-of-words representation for each class file and applies
all required transformations (e.g. lowercase transformation).

After that, the documents are converted to vectors in a
Vector Space Model (VSM) by the Vectorizer. The Clusterer
continuously performs semantic clustering on the vectors to
extract topics, while the Optimizer computes the purity for
each set of topics given the packages of the source code and
merges topics into categories. Upon determining the optimal
value for purity (that can be overridden by the developer if
required), the Presenter uses online information from Stack
Exchange in order to add abstract semantic tags to the topics.
The output is the set of topics and their categories, which
collectively describe the functionality of the project, and the
distribution of topics over packages. The functionality of these
modules is described in detail in the following paragraphs.

A. Extractor

The Extractor receives as input the source code of a software
project, or the corresponding Sourceforge/GitHub repository.
Our approach is language-agnostic, as applying it to projects
of any programming language requires only providing a parser
for the language. In this case, we focus on Java projects, thus
all non-java files are discarded and java files are parsed using
the ASTExtractor tool, which produces the Abstract Syntax
Tree (AST) of each class in XML format. The AST contains all
information present in the java file, including fields, method
definitions and blocks, statements, etc., as well as comments
and javadoc blocks. Given current literature [4]–[8], semantic
information is typically contained in almost all of these types.

B. Preprocessor

We retain the names and types of methods and all variables,
including not only class fields, but also variables inside method
blocks. Comments and javadoc blocks are also retained, while
all other information (e.g. statement types) is discarded at this
point. The Preprocessor receives all aforementioned data and
uses the Python Natural Language Toolkit (NLTK) to con-
struct a bag-of-words representation for each class. The terms
of each document/class undergo a series of transformations.
CamelCase terms are split (e.g. readData is split into read
and data), and all tokens are made lowercase. Javadoc blocks
are cleaned using the regular expressions shown in Table I.

<table>
<thead>
<tr>
<th>Regular Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>{{a-zA-Z}}/{</td>
<td>{a-zA-Z}}</td>
</tr>
<tr>
<td>&lt;pre&gt;{{.}?.}&lt;/pre |\s{{.}?.}|\S</td>
<td>Remove text of &lt;pre&gt; tags</td>
</tr>
<tr>
<td>{(.+?)}@{(.+?)}</td>
<td>Remove text of &lt;code&gt; tags</td>
</tr>
<tr>
<td>{(.+?)}at{(.+?)}dot{(.+?)}</td>
<td>Remove text between $ chars</td>
</tr>
<tr>
<td>{(.+?)}</td>
<td>{</td>
</tr>
<tr>
<td>{(.+?)}</td>
<td>Remove emails with at and dot</td>
</tr>
<tr>
<td></td>
<td>Remove parentheses</td>
</tr>
<tr>
<td></td>
<td>Remove text between &lt;/</td>
</tr>
</tbody>
</table>

After that, apostrophe expressions are replaced or removed.
In specific, n’t is replaced by not, ’ll by will, ’ve by

2https://sourceforge.net/
3https://github.com/
4https://stackexchange.com/
5https://github.com/thdiaman/ASTExtractor
have, ’re by are, ’d by would, and all other apostrophe expressions (e.g. ’s) are removed. Thus, terms such as we’ll and isn’t are replaced by we will and is not respectively. The exceptions of won’t and ain’t are also transformed to will not and is not respectively.

Finally, tokenization is performed to remove any punctuation, while two types of stopwords are removed: stopwords of the English language using the list of NLTK [17] and Java stopwords (e.g. for, if, etc.) as defined by the language specification. All remaining tokens are lemmatized using the NLTK lemmatizer (e.g. processes becomes process).

C. Vectorizer

The bag-of-words representation has to be transformed to a structure suitable for use by the semantic clustering algorithm. Thus, the Vectorizer receives as input the terms for each class and constructs a VSM representation, where each term corresponds to a dimension of the model and each list of tokens for a document-class corresponds to a vector of the model. The frequency of a term in a document denotes the value of the vector in the corresponding dimension. We used two different vectorization techniques, implemented in scikit-learn [18]: the count vectorizer and the tf-idf vectorizer. Count vectorization only takes into account the frequency of each term in a document, whereas tf-idf normalizes the frequency and uses also inverse document frequency to balance out the influence of very rare and very common words.

Consider for example two documents $d_1$ and $d_2$, where document $d_1$ has the terms [listener event bean update event] and document $d_2$ has the terms [tree node tree event tree gui]. The dictionary (dimensions) of the VSM has the terms [bean event gui update listener node tree] and the count vectors of $d_1$ and $d_2$ are $[1 2 0 1 1 0 0]$ and $[0 1 1 0 0 1 3]$ respectively.

For the tf-idf vectorizer, the frequency of each term $t$ in a document $d$ (term frequency - tf) is computed as follows:

$$tf(t,d) = 1 + \log(f_{t,d})$$  \hspace{1cm} (1)

where $f_{t,d}$ is the absolute frequency of term $t$ in document $d$. This normalization is performed to avoid any bias towards terms appearing very often in a document (e.g. variable names). After that, this value is also multiplied with the inverse document frequency (idf) of the term $t$, which is computed by the following equation:

$$idf(t,D) = \log\left(\frac{|D|}{|d_t|}\right)$$  \hspace{1cm} (2)

where $|D|$ is the total number of documents in the collection, and $|d_t|$ is the number of documents containing the term $t$. The idf ensures that very common words are given low weights, as they do not contain valuable information for a specific document. For the example of this subsection, the tf-idf vectors for documents $d_1$ and $d_2$ are $[0.30 0 0 0 0.30 0.00]$ and $[0 0 0.30 0 0 0.30 0.44]$ respectively.

D. Clusterer

Upon having constructed a document-term matrix with the frequencies of each term in each document, the Clusterer module produces a set of topics where the documents are categorized into. Our algorithm of choice is LDA [19], a generative statistical model where documents are viewed as mixture of topics and the task is to produce two probability distributions, one for the occurrence of terms in topics and one for the occurrence of topics in documents. The first probability function indicates the top words that describe each topic, whereas the second denotes how documents are clustered into topics. Both are assumed to follow a sparse Dirichlet prior distribution, which is described by the following equation:

$$Dir(\alpha) = \frac{1}{B(\alpha)} \prod_{i=1}^{K} \frac{\alpha_i}{\gamma_i-1}$$  \hspace{1cm} (3)

where $K$ is the number of topics and $\alpha = (a_1 \ldots a_K)$ is a vector of the parameters of the distribution. The multivariate Beta function $B$ functions as a normalizing constant, and is expressed using the Gamma function ($\Gamma$):

$$B(\alpha) = \frac{\prod_{i=1}^{K} \Gamma(a_i)}{\Gamma(\sum_{i=1}^{K} a_i)}$$  \hspace{1cm} (4)

In our implementation, the parameter vectors for the topic-document and document-term distributions were initialized to 500 divided by the number of topics and to 0.001 respectively, as these values have been proven effective for multiple applications [19]. Finally, the algorithm requires as input the number of topics. We perform several runs for different topic counts, starting from 10 topics and gradually increasing until we reach an optimal point determined by the next module (Optimizer), which produces the final result of the algorithm.

E. Optimizer

The Optimizer module aids the developer to determine the optimal number of topics for the Clusterer. This is accomplished by computing a purity metric on the generated topics, using as ground truth the package decomposition of the software project. In specific, we assume that each package of the project corresponds to different functionality and, thus, different semantics. Although the package structure of a software project does not strictly translate into semantic partitioning, it provides a valid proof of concept for tuning the clustering algorithm, since it provides a measure of the effectiveness of topic modeling. Package separation offers not only technical but also semantic information about the project, thus using it for evaluating source code topic modeling tasks is typical [8].

As the result of the Clusterer is a topic-class distribution, computing the purity metric requires aggregating it at package level. Thus, the purity of each topic depends on the classes and packages to which it spans. For the $i$-th topic, purity is computed by the following equation:

$$Purity(i) = \frac{\max_j \{|c_{ij}\}}{\sum_j |c_{ij}|}$$  \hspace{1cm} (5)

6https://docs.oracle.com/javase/tutorial/java/nutsandbolts/_keywords.html
where $c_{ij}$ is the set of classes that belong in package $j$ and are assigned to topic $i$. Similarly, the total purity for all topics is computed using the following equation:

$$
Purity_{Total} = \frac{\sum_i \max_j \{ |c_{ij}| \}}{\sum_i \sum_j |c_{ij}|}$$  \hspace{1cm} (6)

To provide a purity calculation example, we use a distribution of 3 packages and 3 topics for a project shown in Table II. For Topic 1 the package with the maximum number of classes is Package 3, while the total number of classes of all packages for this topic is $10 + 10 + 40 = 60$. Thus, the purity for this topic is $40/60 = 0.667$. Similarly, the purity values for the other two topics are 0.857 and 0.909, respectively. The total purity is equal to the sum of the number of classes for the optimal package of each topic, i.e., $40 + 30 + 50 = 120$, divided by the total number of classes of all packages (150), which finally amounts to $120/150 = 0.8$.

<table>
<thead>
<tr>
<th>Topic 1</th>
<th>Topic 2</th>
<th>Topic 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Package 1</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>Package 2</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Package 3</td>
<td>40</td>
<td>5</td>
</tr>
</tbody>
</table>

As with every purity-like metric, our metric ranges from 0 to 1. The metric is based on the assumption that, in general, every package of a software project should focus on particular functionality, which can be described using one or more topics. Thus, ideally, each topic should for the most part include several classes that belong to the same package. As a result, we may consider purity as a measure of topic separation; in this context, if a topic includes more than one package in high levels of participation, this means that it could be replaced by more (sub)topics describing separate functionality.

As noted in the previous subsection, the number of topics is increased by 1 each time, the clustering algorithm is executed, and the Optimizer calculates the total purity for all topics and shows a graph to the user, containing all values. The developer can terminate this process whenever he/she is satisfied by the level of total purity or wait until the algorithm fully splits the topics into packages. After that, the configuration (number of topics) with the maximum purity value is selected, while the developer is allowed to override this value and thus tune the algorithm according to his/her preference.

Finally, to provide further intuition to the developer and to enhance the manageability of the extracted topics, the Optimizer also constructs higher-level categories for the topics. The categories are actually supersets of topics and are constructed based on the similarity degrees among topics. At first, for each topic we keep the top 15 terms. After that, the topics are given different frequencies/weights according to their position, i.e., the top term is given frequency equal to 15, the second to top is given 14, etc. The topics are then vectorized using tf-idf vectorization (see equations (1) and (2)). Finally, complete linkage hierarchical clustering is applied on the data to map the topics into different clusters/topic categories. The distance function of the clustering was set to the cosine distance, computed as follows for two topic terms vectors $t_A$ and $t_B$:

$$
CosineDistance(t_A, t_B) = 1 - \frac{t_A t_B^T}{||t_A|| ||t_B||} \hspace{1cm} (7)
$$

where $t_A t_B^T$ is the inner product of the vectors, while $||t_A||$ and $||t_B||$ are their corresponding magnitudes. The cutoff for constructing the clusters was set to 0.4, thus any topics with similarity larger than this value were considered equal.

### F. Presenter

Upon having determined the optimal number of topics for the clustering algorithm, the Presenter applies postprocessing to the generated topics and presents the results of the analysis.

First, the topics are enriched using semantic information from Stack Exchange (which has been proven effective for similar challenges [20]). The semantics of each topic are represented by its top 5 terms (as extracted by LDA), along with a term for the name of the software project. These terms form a query that is sent to the Stack Exchange website, using the Google Custom Search API\(^7\). The query returns relevant question posts, which are subsequently parsed to extract their tags and finally for each topic save them ordered according to the number of questions they appear. Thus, Stack Exchange is used as a link between programming jargon, found in variable names and comments, and abstract field descriptors, such as tags. This way topics are annotated in a more general and abstract way, which allows developers to easier determine the functionality that the topics focus on.

Finally, the output for a software project involves the distribution of packages over topics, the top terms for each topic, and the tags extracted from Stack Exchange visualized as word clouds, and the topic categories and purity statistics as computed by the Optimizer.

### IV. Evaluation

In this section we evaluate our work using a dataset of popular software libraries and illustrate its applicability using a case study on the Weka machine learning library.

#### A. Evaluation Framework

Table III presents information about the dataset used for the evaluation of our system.

<table>
<thead>
<tr>
<th>Name</th>
<th>Packages</th>
<th>Classes</th>
<th>Vectorizer Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weka</td>
<td>2600</td>
<td>13880</td>
<td>262</td>
</tr>
<tr>
<td>SystemML</td>
<td>1500</td>
<td>9739</td>
<td>185</td>
</tr>
<tr>
<td>DL4J</td>
<td>1151</td>
<td>7222</td>
<td>156</td>
</tr>
<tr>
<td>Mahout</td>
<td>1197</td>
<td>7091</td>
<td>132</td>
</tr>
<tr>
<td>Neuroph</td>
<td>903</td>
<td>4314</td>
<td>164</td>
</tr>
<tr>
<td>Spark</td>
<td>682</td>
<td>4561</td>
<td>154</td>
</tr>
</tbody>
</table>

\(^7\)https://developers.google.com/custom-search/
The dataset consists of 6 machine learning libraries, which were downloaded from their GitHub repositories. These libraries were selected since they are quite popular and at the same time quite diverse. In specific, the number of extracted tokens and the size of the libraries vary, which in turn is expected to affect the semantic information contained in each class. Furthermore, libraries with different sizes are expected to influence the performance of our methodology, since the LDA may encounter more noise when analyzing larger projects.

### B. Evaluation Results

Table IV presents the results of the semantic clustering for the two different vectorization algorithms. For each library, we present the maximum purity value, which is also used to select the number of topics and subsequently the number of categories.

At first, for both vectorization techniques, we notice that the number of generated topics has some relation to the size of each library. For instance, using the count vectorizer, Weka is described by 130 topics for 2600 classes, whereas the 682 classes of Spark are distributed over only 40 topics. However, this relation is not exactly proportional, as DL4J and Mahout appear to have more topics than Weka for fewer number of classes. This indicates that these two libraries have a sparse distribution of functionalities, with many packages each containing fewer classes. The generated topics however are similar enough to be mapped into categories, e.g. for Mahout at least 1/3 of the topics can be clustered with other topics, for both vectorizer implementations.

The purity scores also seem to follow interesting trends. Smaller libraries, such as Neuroph or Spark, seem to have very high purity scores. This indicates that the semantics of these libraries are properly distributed over packages, which intuitively should be easier for libraries with smaller size. Larger libraries, such as Weka or SystemML, are probably more difficult to organize, given that they have multiple functionalities, possibly exposed through different APIs. Interestingly, DL4J and Mahout seem to have quite low purity values, indicating once again that each of their packages may contain many different topics.

The number of topics and the purity score for each library seem to have similar trends for the two vectorizers. Comparing the two techniques indicates that the count vectorizer achieves higher purity scores than the tf-idf. This is not totally unexpected as the LDA algorithm is effective even with noisy datasets (e.g. very frequent or very rare terms). In contrast, the tf-idf vectorizer might reduce the significance of certain terms that contain important semantic information. In any case, these results indicate that both algorithms can be effectively applied to libraries of varying sizes. The selection process of the optimal number of topics and the quality of the generated topics are further assessed in the following subsection, which includes a case study on the Weka library.

### C. Case Study

Weka was selected as the library of our case study, since it is a very popular machine learning library that involves several different types of algorithms, each with its own semantics. Furthermore, the library offers varying functionality [21], including a GUI, a CLI, file readers, converters between file formats, visualizers, etc. Thus, its analysis is expected to reveal interesting information about the semantics of the library, pinpoint well-defined packages and packages that may require refactoring. The analysis is similar for the other five libraries.

To apply our methodology on Weka, we first extract the AST from its classes and create documents containing semantic information as a bag-of-words representation. After that, the documents are vectorized using the count and the tf-idf vectorizers, as defined in subsection III-C. The system proceeds to cluster the documents initially using 10 topics and gradually increasing them by 1 until 300 document topics are reached. The developer is shown a graph (by the Optimizer) with the overall purity of the topics with respect to packages and the merged topic categories (see subsection III-E).

The graphs for the two implementations are shown in Figure 2, where the blue line shows the actual purity value (or number of categories) for the corresponding number of topics, while the red line is a quadratic approximation of the curve. Note that the developer is able, at any time, to stop the clustering procedure and select the optimal number of topics. In this case, we have set the maximum number of topics to 300, and then select a point with maximum purity value.$^8$

Concerning the trends of the purity curves, it seems that the value of purity is initially low, then gradually increases as the number of topics gets up to a point, and after that point it

$^8$A possible option would be to set the maximum number of topics to be relative to the number of packages of the software project under analysis.
decreases again. This trend can be interpreted using intuition from the extreme values for the number of topics. Given e.g. 10 topics, all classes would practically be assigned to these 10 topics, thus each of the formed topics would involve multiple packages that would result in very low purity value. On the other hand, having a very large number of topics would force each topic to include very few classes. Theoretically, having an extreme scenario, e.g. with one topic per class, could seem to optimize the purity metric, however note that purity is assessed on package level and not on class level, thus having too many topics would again decrease the purity of the clustering.

As a result, and given the graphs of Figure 2, the optimal number of topics lies somewhere between 130 and 170 topics for both implementations. In this range, both implementations achieve expected maximum purity values, considering Weka is a large library with various functionalities distributed over multiple packages and subpackages. As noted also in subsection IV-B, the count vectorizer seems to achieve higher purity values than the tf-idf vectorizer, due possibly to the loss of information by performing tf-idf. As LDA seems capable of handling the noise of common and rare terms, the two approaches are practically equivalent. Thus, we select the count vectorizer approach for the rest of this case study. We also set the number of topics to 130 as this is the lowest value for which purity is maximum and is expected to produce a result that will be manageable and comprehensive.

Given this configuration, an histogram of the participation (total number of classes) of the 130 topics is shown in Figure 3, where the topics are sorted in descending participation. As shown in this Figure, the top 20 topics contain more than 60% of the semantic information. Hence, for the needs of visualization, we retain these top 20 topics (in terms of absolute participation). Furthermore, for each package we remove any topics with participation lower than 1%. In a different scenario, our system could even be used for identifying these types of classes and present them to the developer so that they are refactored.

Finally, the distribution of the packages of Weka over the top 20 extracted topics is visualized in Figure 4. The distribution is quite diverse; certain packages span across multiple topics, while others are more specific. In any case, most topics seem well-defined. For instance, topic 57 clearly refers to testing, since it has several relevant keywords (e.g. test, junit), while at the same time describes a large part of the functionality defined in the test package. This topic also spans across multiple packages, which is expected given that tests are often distributed along with the corresponding components. Other interesting examples include topics 18 and 99 that refer to gui functions (and indeed describe a large part of the functionality of the gui package), topic 49 that refers to file handling, etc.

Concerning the distribution within packages, the results depend on the specifics of each package. Thus, for example, the main topic of the associations package is topic 83, which clearly refers to association rule analysis (as its terms include item, rule, support, etc.). Further examples include the filters package or the python/server packages, which involve topics 23 and 92 respectively. The top 5 terms for package 23 may indeed represent filter operations (e.g. input, batch), while topic 92 clearly refers to external operations for connecting to a python server.
On the other hand, there are also several packages that span over multiple topics. This quite expected as they contain different functionalities. For instance, package core certainly involves generic functions described better by the generic topics 73 and 26, while it also contains functions for testing (topic 57), for data and file handling (topics 43 and 49 respectively), and for tree/graph operations (topic 129). This is also shown in the classifiers package, since it involves different types of algorithms. Finally, we may also analyze each package into its subpackages in order to further decouple its offered functionality. For example, the subpackage-topic distribution for the subpackages of gui is shown in Figure 5.

For the gui subpackages, the topics with participation higher or equal to 1% are 14. Obviously, the dominant topic over all subpackages is topic 18 that refers to user interface functions. Other than that, we may note certain subpackages that involve also large participation from different topics. For example, data handling subpackages, such as arffviewer or sql, are better described by topic 47 that has terms referring to data manipulation (row, column, matrix, etc.). Other examples include the treevisualizer and graphvisualizer subpackages, for which topic 129 has high participation, as it represents graph/tree handling functionality. Finally, there are also subpackages that offer multiple different functionalities, such as the beans subpackage, which involves events (topic 99), UI environments (topic 87), jobs (topic 39), and java beans (topic 64).

As discussed in the above paragraphs, most extracted topics are well-defined, given that the developer may be able to determine the functionality they cover using the top terms of each topic. However, at times, when the terms are very specific, domain knowledge may be required to understand the functionality of a topic. For instance, given the term “listener”, an experienced developer may be able to understand that is should refer to a GUI object. On the other hand, less experienced developers or simply developers that are not familiar with GUI design may find this task harder. As part of our methodology, we confront this challenge by searching in Stack Exchange (see subsection III-F). Upon issuing queries for the top 20 extracted topics of our case study, the top 5 tags for each topic are presented in Table V.

The tags of the topics are indeed relevant to the top terms and they provide a higher level of abstraction. For example, for topic 18 we may see the terms swing and swt, which refer to GUI frameworks, and thus describe the topic better than the specific keywords, such as panel or listener. Other high quality examples include topic 43 that refers to regression, topic 47 that refers to classification, etc. There are also certain low quality mappings, such as topic 125, which refers to logging that is relevant to several topics, therefore the Stack Exchange questions involved very generic tags, such as machine-learning and data-mining. Additionally, topics 36 and 127 did not return any matching questions. In any case, even though these tags cannot directly provide topic names, the developer can use them along with the top terms for each topic in order to
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**Figure 4. Distribution of the Weka packages over the Extracted Topics**

**Table V** Tags for the Topics of the Weka Library

<table>
<thead>
<tr>
<th>N°</th>
<th>Tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>57</td>
<td>junit, junit4, test-suite, main, jar</td>
</tr>
<tr>
<td>18</td>
<td>swing, eclipse, unsupported-class-version, swt, svm</td>
</tr>
<tr>
<td>73</td>
<td>jar, machine-learning, visualize, svm, smokks</td>
</tr>
<tr>
<td>99</td>
<td>unsupported-class-version, jar, jboss, spring-mvc, spring</td>
</tr>
<tr>
<td>91</td>
<td>xml, substring, reflection, invoke, outofboundsexception</td>
</tr>
<tr>
<td>43</td>
<td>predictor, relational, handle, association, consequence</td>
</tr>
<tr>
<td>83</td>
<td>out, column, matrix, table, col</td>
</tr>
<tr>
<td>47</td>
<td>row, column, matrix, table, cell</td>
</tr>
<tr>
<td>98</td>
<td>parent, bayes, net, score, operation</td>
</tr>
<tr>
<td>127</td>
<td>classifier, batch, classification, training, class</td>
</tr>
<tr>
<td>129</td>
<td>node, child, level, parent, root</td>
</tr>
<tr>
<td>64</td>
<td>bean, perspective, flow, tab, connection</td>
</tr>
<tr>
<td>125</td>
<td>tag, setting, message, flow, environment</td>
</tr>
</tbody>
</table>

---

N° Tags
57 junit, junit4, test-suite, main, jar
18 swing, eclipse, unsupported-class-version, swt, svm
73 jar, machine-learning, visualize, svm, smokks
99 unsupported-class-version, jar, jboss, spring-mvc, spring
91 xml, substring, reflection, invoke, outofboundsexception
43 predictor, relational, handle, association, consequence
83 out, column, matrix, table, col
47 row, column, matrix, table, cell
98 parent, bayes, net, score, operation
127 classifier, batch, classification, training, class
129 node, child, level, parent, root
64 bean, perspective, flow, tab, connection
125 tag, setting, message, flow, environment
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better understand the functionality described by each topic. An indicative visualization that can aid the developer in this task is provided Figure 6 for four topics.

Each word cloud involves the top 5 terms extracted from LDA (in blue) and the top 5 tags from Stack Exchange (in red). The frequency of both types of terms was normalized to \([0, 1]\), and thus the size of each term reflects its frequency. The main functionality of the topics can be derived intuitively. For example, topic 57 clearly refers to testing as it includes terms such as test or junit with high frequencies. Similarly, the term swing and the terms border, layout, and panel indicate that topic 18 refers to GUI operations. This representation is also useful for more complex topics, such as topic 49 or topic 47.

For topic 49, the high-frequency terms file, arff, and csv indicate that it refers to file I/O operations, while the rest of the terms (e.g. textmining, textclassification) imply also the use of text mining. Topic 47 most probably involves data manipulation, as terms column, row, matrix, etc. have quite high frequencies, while the rest of the terms (e.g. r, decisiontree, classification) suggest also classification algorithms however with generally lower frequencies/probability.

D. Threats to Validity

The main threats to validity and limitations of our approach involve the choice of evaluation metrics and the lack of comparison with other approaches. Concerning the metrics, the purity of the extracted topics with respect to the package structure of the project may not always be an effective criterion, as the packages may not be well defined. However, as already noted and supported by current literature [8], package separation is suitable for assessing topic modeling techniques as it usually contains useful semantic information about the project. Further manual inspection on the extracted topics with respect to their purity has revealed that the metric is indeed indicative of the quality of the extracted topics.

Concerning the comparison with current approaches, this has proven troublesome both for the qualitative nature of the results and for the unavailability of tools relevant to these approaches. Given the results of the analysis, i.e. the extracted topic distribution, an effective evaluation method would have to rely on some objective ground truth, which is unavailable. This challenge could be overcome by performing a user study or by using human-annotated topics, which are interesting ideas that we consider as future work. Finally, as the unavailability of the source code (or executable) of current approaches have made any comparison difficult, we also choose to upload our source code and findings online (https://github.com/AuthEceSoftEng/CodeSummarizer) to facilitate future researchers that may face similar challenges.
V. CONCLUSION

Nowadays, as software development requires efficiency to confront the increasing demand for new features, reusing and extending software projects and libraries has become a norm. This gave rise to the need for effective analysis tools to enhance software understanding. However, current tools in topic modeling for software projects require expert knowledge of the underlying technologies as well as the system under analysis. As a result, in this work we implemented a tool that automates the parameter tuning phase, with emphasis on topic number selection. Our methodology involves the calculation of a purity metric that models the distribution of topics with respect to the packages of the software project under analysis.

After selecting an optimal number of topics, either automatically or by overriding the selected value, the developer is presented with the distribution of packages over the extracted topics. Furthermore, the topics are enhanced using semantic tags from Stack Exchange to provide more abstract information about their described functionality. Given the evaluation of our system and the designed case study, it is clear that the extracted topics are indeed representative of the functionalities provided by the software project under analysis. Furthermore, the results indicate that the tags can be helpful in some cases in order to better understand the topics.

Future work includes experimenting with different topic modeling approaches, such as lda2vec, and/or integrating the LDA parameters in the optimization process, based on the purity metric. Additionally, as the purity metric may rely on the package structure dictated by the developer of the project, we plan to further extend our ground truth using also information from the derived topic categories, instead of only presenting them to aid the developer in the selection of the number of topics. The semantic enhancement of topics using tags can also be further improved by constructing queries with more terms (e.g. including also package names) and/or issuing them in different services. Finally, our methodology can be adapted to identify packages that could be merged together and packages that should be divided into subpackages, by analyzing the topic distribution of each package.
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